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- Case Study Summary

Velocity Software solves performance problems.

« As avalued customer, we want to pass this knowledge on to you.
« The following is a case study of a solved real-life performance issue.
 This case study will show:

« The problem as reported by users

« The problem observations

« What was found in the Velocity Software data

« What was suggested to the customer

« If provided, follow up from the customer
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C = Mann The Problem

The Problem:

A real-time transaction system running on a Linux server was experiencing
timeouts

Problem Observations:

« SERVERI10 running on LPAR2 was showing timeouts
 LPAR2 had 7 real engines/14 threads with SMT enabled
« SERVER10’s virtual machine had 8 virtual CPUs with a relative share of 600

« When SMT is enabled, the default dispatch time slice changed from 5ms to
10ms
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What the Data Showed (Configuration data)

ESAUSRC — User Configuration showed:

« SERVER10 had 8 configured and active virtual CPUs
« SERVERI10 had a Relative Share setting of 600

0%:11:00 SEEVERG . . .
05:11:00 SEEVER14 IFL 1o0 . . . . 3 3

08:11:00 SEEVERT IFL a00 . . . . @ 4]

Relative share is divided by active vCPUs so for SERVER10, each vCPU only
got a share of 75 instead of 100 (default) or 600 (desired).
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What the Data Showed (Configuration data)

ESALPAR — Logical Partition Analysis showed:

« LPAR2 had 7 IFLs assigned
« LPAR2 had a weight of 45 (out of 100)
« LPAR2 had SMT enabled

09:11:00 20 Totals: CP g Tot 285.3 1.2 1000

05%:11:00 20 Totals: IFL 18 Tot 1282.3 .0 100 428.5835
09:11:00 20 0B LPAR3 . IFL 4 Tot 20.8 1.0 10 Ho Ho Ho 18.15
0%:11:00 20 0C LPAR1 . IFL 7 Tot 574.4 4.8 45 Ko Ko Ho 252.14

The LPARZ2 processor had 7 IFLs that were approximately 98% busy.
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ESASUM - System Summary showed:

 The Dispatch Time Slice was 10ms

ESAMAP - ELBASUM - shows the dispatch time slice as l0me (default for SMT)

ek kR Rk Rk kR R R R AR AR R R R Rk kR Rk k kAR R Rk kR Rk Rk * R R SCHEDDULER DARLMETERS*#kkhdhkh kb ke khhk ke kd hh ke dm ke ke d ARk h Rk kb ok
SEMBTIAST 90

6l Inmteractive bias intensity percent (3SET 3BEM IAR)
SEMBIASD 2

6l Inmteractive bias duration (SET SEM IAB)
&l Minor time slice (m3) (SET SEM DSESLICE)
gl Minor time slice (ma) for HOTSHOT users

SBMTSHOT 4.00

The Dispatch Time Slice has a default setting of 5ms. When SMT is

enabled (which it was here) it becomes 10ms. This works better
for batch environments, not online transaction environments.
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SBHYEARS What the Data Showed (Utilization data)
SVIANAGEMENT

ESALPARS - Logical Partition Analysis Summary
showed:

« LPAR2 is entitled to 6.3 engines but was using more (6.8)

09:11:00 20 Dynam Totals: g8 CP 285.3 1.2 1000 100 4
0%9:11:00 20 Dynam l1d IFL 1282.3 6.0 1aa 100 14
09:11:00 20 Dynam LEARL o 7 IFL 574.4 4.8 43 45.00 €.43 90.0 Ho Mo Mo 252.14 2 .30
09:11:00 20 Dynam LEAR3 0B 4 IFL 20.9 1.0 10 18.00 2.30 35.0 Ho Mo Ho 13.15 P 1.40

The LPAR2 processor was running at approximately 98% during the
time of the issue.
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ESACPUU - CPU Utilization Analysis showed:

« LPAR2 had 14 threads that all had high utilization

0%:11:00 IFL 0 Be.4 B85.3 0.5 0.8 13.6 0.0 o] o 0 a 152 1321 o ] o o 0 o o 0.%0
0%:11:00 IFL 1 5z2.8 %92.0 0.4 0.2 7.4 0.0 o] o ) a 79 738 1] ] 0 1] 0 0 1 0.5%0
0%:11:00 IFL Z B8%.% 88.1 0.5 0.2 10.1 0.0 o] o 0 a 114 1038 o ] o o 0 1 o 0.%0
02:11:00 IFL 3 B8%.0 88.3 0.4 0.2 11.0 0.0 o] o 0 0 = 885 ] ] o ] a 1 1 0.5%0
0%:11:00 IFL 4 B%.4 B8E.% 0.5 0.2 10.4 0.0 o] o 0 a loe 942 o ] o o 0 2 o 0.%0
02:11:00 IFL > B8%.0 88.3 0.4 0.2 11.0 0.0 o] o 0 0 98 1048 ] ] o ] a i 1 0.5%0
0%:11:00 IFL & 580.0 85.3 0.5 0.2 10.0 0.0 1] o 0 a 118 811 il ] o il 0 3 o 0.50
0%:11:00 IFL T B87.8 87.1 0.5 0.3 1li.2 0.0 o] o 0 a 103 1178 o ] o o 0 3 1 0.%0
0%:11:00 IFL & B88.2 87.% 0.4 0.2 11.7 0.0 o] o ) a 88 1026 o] a 0 o] 0 4 o 0.5%0
0%:11:00 IFL 5§ B88.8 @8E.0 0.5 0.2 11.2 0.0 o] o 0 a 116 1115 o ] o o 0 4 1 0.%0
0%:11:00 IFL 12 80.2 79.3 0.6 0.4 18.7 3.1 o] o ) a 11z 1402 1] ] 0 1] 0 5 o 0.5%0
0%:11:00 IFL 11 78.2 78.2 0.& 0.4 17.7 3.1 o] o 0 a 120 1450 o ] o o 0 5 1 0.%0
0%:11:00 IFL 1z 81.8 80.% 0.6 0.4 15.0 3.1 o] o ) a 11e 1220 1] ] 0 1] 0 g o 0.5%0
0%:11:00 IFL 13 80.0 79.2 0.5 0.4 1le.8 3.2 o] o 0 a 98 1181 o] ] o o] 0 g 1 0.5%0

When SMT is enabled, z/VM shows two threads for every CPU so 7 CPUs
show as 14 threads, all of which were highly utilized.
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ESAXACT - Transaction Delay Analysis showed:

« SERVER1O0 is waiting on CPU
* Other servers are also waiting on CPU

0%:11:00 System: 6480 55.0 21 0.1 24 a
09:11:00 EeyUser 3000 S&.8 25 0.0 27 1]

The ESAXACT data/report is one of the best ways to see what resources
are holding up system activity.
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ESAUSR2 - User Resource Utilization showed:

« SERVER1O is getting less CPU than other servers

* (The customer said these other servers were running more batch-
like applications)

0%9:11:00 System: 410.3 408.2 1.0 20H 20M 9185 2000 a a 0 153K a @ 0 14148EK
09:11:00 FeyUser 408.1 406.1 1.0 18M 18M ©148 1] 1] o 0 4351 0 0 0 13579%K
0%:11:00 SEEVER14 l00.6 100.6 1.0 1407KE 1407E 272 0 o [} 0 1 0 0 0 35260.4
09:11:00 SEBVER1Z 59.86 99.81 1.0 1343K 1343E SB5 0 1] o a 3 0 0 0 335145
09:11:00 SEBVER13 S6.46 95.89 1.0 1374K 1374EK da2 0 1] 1] a 1 0 0 0 135582
09:11:00 SEBRVERI1 52.43 52.34 1.0 1417K 1417E 408 0 1] o a B 0 0 0 1192860
09:11:00 SERVER1 33.72 32.86 1.0 A7TE AB7TE 267 0 (1] o a 34 0 0 0 1130920
09:11:00 SERVERG 3.20 3.1% 1.0 954K 954K 417 0 1] 1] a BO 0 0 0 1813260

When an important server that is running online transactions is waiting
on servers running batch, the user’s performance will suffer.
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ESAUSRS - User SMT CPU Percent Utilization
showed:

The ESAUSR5 information showed:
« The same information as ESAUSR2 but from an SMT perspective.

0%:11:00 System: 1208 1201.42 581%.4 214.2% ©83.% €30.30 51%9.4 914.25 &83.% &BO.30
09:11:00 EeyUser 1201 11%4.58 513.9 S909.02 680.2 676.80 913.9 90%.02 o680.2 676.80
09:11:00 SEREVER1Z 294.5 29592.69 217.4 216.15 160.68 159.81 217.4 216.15 1e0.8 155.81
08:11:00 SERVER14 2B3.8 2B3.63 213.7 218.53 167.7 1&7.63 218.7 218.53 167.7 167.63
09:11:00 SERVER1Z 283.4 283.25 220.1 219.%9¢ 166.4 1¢6.36 220.1 215.96 166.4 166.36
09:11:00 SERVER11 156.3 156.06 117.7 117.48 87.39 a7.24 117.7 117.48 87.38%9 B7.24

09:11:00 SERVER1 102.7 100.24 T78.35 78.53 56.15 34.92 78.35 Te.53 56.189 54.93
09:11:00 SERVERE 10.43 10.24 8.17 8.02 SR 5.24 B.17 g.02 s 5.24

This has the same outcome, when an important server that is running
online transactions is waiting on servers running batch, the user’s
performance will suffer.
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SVIANAGEMENT

Performance Enhancement Suggestions:

1 - Change the SHARE setting for SERVER10

This server is running online transactions
|t needs to have priority over batch

The current setting was REL 600 (for 8 vCPUs)
« That only gave each vCPU REL 75 (the default is 100)

Update the setting to REL 1200 - would double its current
SHARE and make it 50% better than batch

« If not using all of its SHARE, the CPU would be free for others to use
but would allow SERVER10 more processing power when needed
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Performance Enhancement Suggestions:

2 - Use Resource Pools

« Resource pools can be used to set resource restrictions by group
« Batch and online groups can be created (for example)

« Resource pools can be scheduled to allow resource cooperation

 Resource pools can be scheduled to allow online transaction servers
more processing power during the day and batch more processing

power at night

Velocity Software’s z/PRO is a very convenient way to schedule
resource pool actions
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Performance Enhancement Suggestions:

3 - Change the dispatch time slice

« The default dispatch time slice without SMT enabled is 5ms

« When enabling SMT, the dispatch time slice default becomes
10ms which is more conducive to batch transactions than online

« Set the dispatch time slice to 1ms
 Online transactions do much better with this setting
« CP SET SRM DSPSlice 1
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What the customer reported:

The dispatch time slice was set to 1ms and is working well
« Resource pools are being created/updated

The SHARE for SERVER10 was set to REL 1200
Another slowdown was seen due to a hot-running process
The SHARE was then set to REL 2400

No other issues have been reported
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