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Case Study Summary

Velocity Software solves performance problems.

• As a valued customer, we want to pass this knowledge on to you.

• The following is a case study of a solved real-life performance issue.

• This case study will show:

• The problem as reported by users

• The problem observations

• What was found in the Velocity Software data

• What was suggested to the customer

• If provided, follow up from the customer
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The Problem

The Problem:

A particular LPAR became unresponsive.

Problem Observations:

• CPU utilization went to 100%

• The LPAR became unresponsive and was eventually IPL’d



4

What the Data Showed (Console data)

ESAOPER – Operator/System Log showed:

• A large amount of messages.  These are not error messages, but the 

master processor is used to write them to the console

• The messages were due to the testing of an exec that does DASD 

manipulation and turned out not to be important to the issue



What the Data Showed (Utilization data)

ESAXACT – Transaction Delay Analysis showed:

• Simulation wait went up by 30% at the time of the issue

Simulation wait represents the time waiting for the z/VM control 
program to execute (or simulate) instructions on its behalf.  These 
instructions are only run on the Master processor.  This turned out 
not to be an issue, but was a result of the EXEC testing.



What the Data Showed (Utilization data)

ESACPUA – CPU Utilization Analysis (Part 2) showed:

• CPU Overhead rose significantly at the time of the issue



What the Data Showed (Utilization data)

ESAUSR2 – User Resource Utilization showed:

• The T:V ratio rose significantly at the time of the issue

• The T:V ratio indicates system overhead



What the Data Showed (Utilization data)

ESADIAG – Diagnose Rate:

• Many DIAG x’204’ instructions were being issued

• Unusual spikes can lead to problem determination



What the Data Showed (Utilization data)

ESAPAGE – Paging and Spooling Analysis showed:

• The Page Space Threshold setting was high (default is 90%)

• The Spooling Activity for files created/purged per minute was 
high



What the Data Showed (Utilization data)

ESASXS – System Execution Space Report showed:

• System execution space available dropped/vacillated during the 
time of the issue



Velocity Software Suggestions

Performance Enhancement Suggestions:

1 – Per IBM, Install PTF UM35877 for APAR VM66529

• The Velocity reports showed the number of DIAG x’204’ 
instructions being issued

• The Velocity reports showed many of the system repercussions 
that indicated there was an issue   

• Per the APAR, when guests are issuing DIAG x’204’ instructions, 
it could cause the system to hang, which it did



Customer Feedback

What the customer reported:

• Once the APAR was applied, the problem did not return.
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